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Bipartite graph $G=(U \cup V, E)$
with $n=|\cup \cup V|, m=|E|$.

Maximum Cardinality Matching (MCM)
Weights w : $E \rightarrow \mathbb{R}_{\geq 0}$.
Assume the smallest weight is 1 and the

largest is $W$. Can assume $W=O(n / \varepsilon)$.
Maximum Weight Matching (MWM)
Today: $(1-\varepsilon)$-approximate maximum weight matching
Goal: Find a matching $M$ such that:

$$
w(M) \geq(1-\varepsilon) w\left(M^{*}\right)
$$
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## Results
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## Our results

1. A simple auction algorithm for $(1-\varepsilon)$-approximate MWM.
2. Efficient dynamic algorithm, supporting one-sided vertex deletion, and other-sided vertex insertion (simultaneously).
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## The auction algorithm of Bertsekas '81 and Demange-Gale-Sotomayor '86

While $\exists v \in V$ unallocated, until $(u v)>0, v$ bids $y u+\delta$ and allocated max util $u$.

Left: Items $u \in U$
Price $y_{u}$ initially 0

Utility of $v$ having $u$ :
$u t i l(u v)=w(u v)-y_{u}$
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Multiplicative Auction Algorithm (NEW!)

While $\exists v \in V$ unallocated, util $(u v)>\varepsilon \cdot w(u v), v$ bids $y_{u}+\varepsilon \cdot w(u v)$ and allocated max util $u$.
Can be implemented in time $O\left(m \varepsilon^{-1}\right)$, gets multiplicative error of $(1-\varepsilon)$.
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1. Round all edges to powers of $(1+\varepsilon)$, i.e.

$$
(1+\varepsilon)^{0},(1+\varepsilon)^{1},(1+\varepsilon)^{2} \ldots
$$



- $(\ell-1) \varepsilon w(u v) \approx(1+\varepsilon)^{k_{1}}$
- $(\ell-2) \varepsilon w(u v) \approx(1+\varepsilon)^{k_{2}}$
$\varepsilon w(u v) \approx(1+\varepsilon)^{k_{\ell}}$

2. For each edge uv we only need to consider them at weights $i \varepsilon w(u v)$ for $i=1, \ldots, \ell$ where $\ell=1 / \varepsilon$.
We can also round these to powers of $(1+\varepsilon)$.
3. $\forall v \in V$ store "copies" of an edge in a (priority) queue after doing an initial sort.
4. Run the multiplicative auction algorithm by checking edges in (priority) queue order of decreasing weight.
$O\left(m \varepsilon^{-1}\right)$ to sort integers in $\left[0, \varepsilon^{-1} \log n\right]$, and $O\left(m \varepsilon^{-1}\right)$ for the algorithm.
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## Dynamic algorithm details

## Deleting a vertex $u \in U$

If there is a $v \in V$ that was matched to $u, v$ becomes unmatched after deletion.
Treat $v$ as unallocated and continue running multiplicative auction algorithm.
Adding a new vertex $v \in V$ along with incident edges

Treat $v$ as unallocated and run multiplicative auction algorithm.

## Correctness of the algorithm
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## Price

Consider edge $u v \in E$ :
Case 1:
$u v$ is in the matching.

$$
y_{u}+u \operatorname{til}(u v)=w(u v)
$$

Case 2:
$v \in V$ is matched.
$\checkmark$ preferred another item.
Case 3:
$v \in V$ is unmatched.
All items have high price.

Utility
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## Open questions

1. Relation to multiplicative weight update (MWU) and local ratio algorithms?
2. Edge insertions / deletions? Fully dynamic?
3. Simple parallel / distributed / streaming algorithms?
4. General graphs?
5. (Decremental / incremental) $(1-\varepsilon)$-approximate SSSP / transshipment?
